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which may control the industrial processes or machines and
which may releasably receive an I/O function card, an adapter
base module, which may communicate with an industrial
controller over a separate control network, and a bus expan-
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bank of base modules. The base modules may be arranged
side-by-side via electrical and mechanical connections.
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absence of the I/O function card to allow coupling or bypass-
ing of the I/O function card with respect to the backplane
network.
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1
SYSTEM AND METHOD FOR INDUSTRIAL
CONTROL USING A HIGH AVAILABILITY
BACKPLANE

CROSS-REFERENCES TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 14/252.463, filed on Apr. 14, 2014, entitled
“System and Method for Industrial Control Using A High
Availability Device Level Ring Backplane,” which claims
priority from U.S. patent application Ser. No. 13/542,861,
filed on Jul. 6, 2012, now U.S. Pat. No. 8,769,158, entitled
“High Availability Device Level Ring Backplane,” which
claims priority from U.S. Provisional Patent Application Nos.
61/505,888 and 61/505,892, each filed Jul. 8, 2011. The
entireties of each of the foregoing documents are incorpo-
rated herein by reference.

BACKGROUND OF THE INVENTION

The present invention relates to industrial control systems
and, in particular, a modular, high-availability industrial sys-
tem using a network ring.

Industrial controllers, such as programmable logic control-
lers (PLC’s), are specialized electronic computer systems
used for the control of industrial processes or machinery, for
example, in a factory environment. Industrial controllers dif-
fer from conventional computers in a number of ways. Physi-
cally, they are constructed to be substantially more robust
against shock and damage and to better resist external con-
taminants and extreme environmental conditions. The pro-
cessors and operating systems are optimized for real-time
control and execute languages allowing ready customization
of programs to comport with a variety of different controller
applications. Industrial controllers may have a user interface
for accessing, controlling and/or monitoring the industrial
controller, such as through a locally connected terminal hav-
ing a keyboard, mouse and display.

Typically, industrial controllers have a modular architec-
ture that allows different numbers and types of network cards
or adapters to be used to connect the controllers to the process
or machinery to be controlled through special “control net-
works” suitable for highly reliable and available real-time
communication. Such control networks commonly used in
industrial control systems include, for example, ControlNet,
DeviceNet, EtherNet/IP and Sercos, whose specifications are
published and whose protocols are used broadly by a number
of manufacturers and suppliers. Control networks differ from
standard communication networks, such as Ethernet, by guar-
anteeing maximum communication delays. This may be
obtained, for example, by pre-scheduling the bandwidth of
the network and/or providing redundant communication
capabilities to high-availability. Control networks also differ
from one another in physical aspects, for example, the type of
media (e.g., co-axial cable, twisted pair, light fiber, etc.), the
protocols of its operation, (e.g., Baud rate, number of chan-
nels, word transmission size, use of connected messaging,
etc.) and how the data is formatted and how it is collected into
standard messages.

Many networks also incorporate protocols to repair the
network in the event of network node failure. These protocols
can take a relatively long time to reconnect the network (as
much as 30 seconds) and thus are unacceptable for industrial
control networks where the controlled process cannot be
undirected during this period without disastrous conse-
quences.
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2

The risk of debilitating network failure in an industrial
control can often be reduced using a redundant network topol-
ogy, for example, where network nodes are connected in a
ring with a supervisor. Normally the ring is opened at the
supervisor node for all standard data and thus operates in a
normal linear topology. The supervisor may send out test
“telegram” or “beacon” frames in one direction on the ring
which are received back at the supervisor in the other direc-
tion to indicate the integrity of the ring. If the ring is broken,
such as by a node or media failure, the supervisor joins the
ends of the ring to produce once again a continuous linear
topology now separated by the failed component. Changes in
the mode of operation of the supervisor from “separated” to
“joined” may be transmitted to the other nodes using notifi-
cation frames so that these nodes can rebuild their MAC
address routing tables used to associate a port with a destina-
tion address.

The error detection time of such ring systems can be quite
fast, limited principally by the transmission rate of the bea-
cons (every several milliseconds). This rate defines the maxi-
mum time before which an error is detected and the ring may
be reconfigured.

Also, as part of their enhanced modularity, industrial con-
trollers may employ one or more industrial devices coupled
through the control networks. Industrial devices may com-
prise one or more /O modules dedicated to a particular type
of industrial function, for example, detecting input AC or DC
signals or controlling output AC or DC signals in conjunction
with an industrial process, or running motors or other machin-
ery. Each I/O module may have a connector system allowing
them to be installed in different combinations in an industrial
device along with other selected I/O modules to match the
demands of the particular application. Multiple industrial
devices may be located at convenient control points near the
controlled process or machine to communicate with the
industrial controller via the control network.

Industrial systems may require flexibility for adding,
removing and/or modifying industrial controllers and indus-
trial devices. For example, it may be desirable to add a new
industrial process via a new industrial device, thereby
increasing the capability or capacity of the industrial system.
Similarly, it may be desirable to modify or remove an existing
industrial controller or industrial device due to changes in
requirements in the industrial system, such as a controlled
process or machine that has become obsolete. In addition, in
some applications, industrial controllers and/or industrial
devices might require addition, removal or modification
while the industrial system is actively running. This may
occur, for example, when interrupting the process would
cause costly downtime and/or product defects.

Industrial systems, including industrial controllers and
industrial devices, like many other systems, may also be
susceptible to various faults occurring throughout the system.
For example, the electronics held within an industrial con-
troller or industrial device, the network connection or 1/O
connection or function card, or the power source, may all be
potential points of failure due to a number of conditions.
However, in certain industrial systems requiring high-avail-
ability for running critical applications, a failure occurring at
any point could lead to potentially catastrophic conditions.

SUMMARY OF THE INVENTION

Aspects of the present invention provide a backplane for an
industrial control system comprising an adapter base module
having a first port, a second port, a switching node and a
network adapter, the switching node coupled between the first
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port and the second port and in communication with the
network adapter, the network adapter operable to communi-
cate over a control network; a plurality of I/O bases, each [/O
base module having a first port, a second port and a bus slot,
the bus slot for releasably receiving a function card having a
switching node, wherein each 1/0 base module couples the
first port and the second port to the switching node when the
function card is installed in the bus slot, and each I/O base
module couples the first port to the second port when the
function card is absent from the bus slot; and at least one 1/O
base module having a function card installed in the bus slot.
The second port of the adapter base module is coupled to the
first port of an I/O base, and the second port of each /O base
module is coupled to the first port of the next [/O base, except
the last I/O base module having the second port coupled to the
first port of the adapter base module to form a network ring of
switching nodes.

Each switching node may contain a unique node address in
the ring, and each bus slot may be assigned a unique physical
address independent of the unique node address. The unique
node address may be determined by MAC address. The
unique physical address may be determined by address defi-
nition lines communicating between each bus slot. Each I/O
base module may further comprise a plurality of terminals for
releasably receiving electrical conductors communicating
with a controlled process or machine.

The adapter base module and the plurality of 1/O base
modules may each have a third port and a fourth port that are
coupled together, wherein the second port of the last I/O base
module is coupled to the third port of the last I/O base, and the
fourth port of each I/O base module is coupled to the third port
of the previous 1/O base, except the first /O base module
having the fourth port coupled to the third port of the adapter
base, the fourth port of the adapter base module coupled to the
first port of the adapter base module to form the network ring.
The second port and the third port may be part of a first
electrical connector and the first port and the fourth port may
be part of a second electrical connector. The second port of the
last I/O base module may be coupled to the third port of the
last I/O base module via an externally attached end cap enclo-
sure. The fourth port of the adapter base module may be
coupled to the first port of the adapter base module via an
externally attached network cable.

One of the switching nodes may be an active ring supervi-
sor adapted to operate to: (a) transmit beacon frames out of
each port at a first rate and monitor the other port for reception
of beacon frames, wherein the beacon frames indicate a state
of operation of the ring network as a closed mode or an open
mode; (b) respond to a receipt of beacon frames between the
first and second ports by blocking data frames between the
first and second ports in an open mode; (¢) respond to failure
of the beacon frames to traverse the ring by changing to a
closed mode passing data frames between the first and second
ports; and wherein switching nodes that are not the active ring
supervisor may be adapted to operate to: (a) pass beacon
frames between the first and second ports; (b) respond to a
change in the state of operation of the ring network deduced
from either (i) non-receipt of beacon frames on either port or;
(ii) receipt of beacon frames indicating a change in operating
between closed mode or open mode to reset their MAC
address routing tables.

The adapter base module may further comprise a first bus
slot for releasably receiving a first function card containing a
switching node in communication with the network adapter,
and a second bus slot for releasably receiving a second func-
tion card containing a switching node in communication with
a second network adapter, wherein the adapter base: (a)
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couples the first port and the second port to the switching node
of the first function card when the first function card is
installed in the first bus slot and the second function card is
absent from the second bus slot; (b) couples the first port and
the second port to the switching node of the second function
card when the second function card is installed in the second
bus slot and the first function card is absent from the first bus
slot; and (c¢) couples the first port to the switching node of the
first function card, couples the switching node of the first
function card to the switching node of the second function
card, and couples the second port to the switching node of the
second function card when the first function card is installed
in the first bus slot and the second function card is installed in
the second bus slot.

The 1/0O base module may further comprise a second bus
slot, the second bus slot for releasably receiving a second
function card having a switching node, wherein the /O base:
(a) couples the first port and the second port to the switching
node of the first function card when the first function card is
installed in the first bus slot and the second function card is
absent from the second bus slot; (b) couples the first port and
the second port to the switching node of the second function
card when the second function card is installed in the second
bus slot and the first function card is absent from the first bus
slot; (¢) couples the first port to the switching node of'the first
function card, couples the switching node of the first function
card to the switching node of the second function card, and
couples the second port to the switching node of the second
function card when the first function card is installed in the
first bus slot and the second function card is installed in the
second bus slot; and (d) couples the first port to the second
port when both function cards are absent from the bus slots.

Another embodiment of the present invention provides an
industrial control system comprising a plurality of banks,
each bank including a plurality of I/O bases, each 1/O base
module having a first port, a second port, and a bus slot, the
bus slot for releasably receiving a function card having a
switching node, wherein each 1/0O base module couples the
first port and the second port to the switching node when the
function card is installed in the bus slot, and each I/O base
module couples the first port to the second port when the
function card is absent from the bus slot, at least one I/O base
module having a function card installed in the bus slot. The
first bank includes an adapter base module having a first port,
a second port, a switching node and a network adapter, the
switching node coupled between the first port and the second
port and in communication with the network adapter, the
network adapter operable to communicate over a control net-
work. The adapter base module in the first bank has a second
port coupled to the first port of an I/O base module in the same
bank, the second port of each /O base module in each bank is
coupled to the first port of the next I/O base module in the
same bank, except the last I/O base module in each bank
having the second port coupled to the first port of the first I/O
base module in the next bank, except the last /O base module
in the last bank having the second port coupled to the first port
of'the adapter base module in the first bank to form a network
ring of switching nodes.

Yet another embodiment of the present invention provides
an I/O base module for an industrial system comprising an
enclosure providing left and right flanking sides; releasable
electrical connectors supported on the left and right flanking
sides exposed to connect adjacent base modules on the left
and right sides; a releasable mechanical connector for holding
the base module to adjacent base modules on the left and right
sides; a plurality of electrical terminals for receiving conduc-
tors exposed on a surface of the enclosure to releasably retain



US 9,338,919 B2

5

electrical conductors communicating with an I/O function
card held within the enclosure; and backplane circuitry held
within the enclosure and communicating with the releasable
electrical connectors to establish a ring network communi-
cating among attached base modules to provide a first port at
one electrical connector and a second port at the second
electrical connector so that the base modules may be arranged
in a ring wherein the first and second ports of each base
module couple to a different base module of the ring. The
releasable mechanical connector may be adapted to hold the
base module to the adjacent base modules by attachment to a
DIN rail.

These and other objects, advantages and aspects of the
invention will become apparent from the following descrip-
tion. The particular objects and advantages described herein
may apply to only some embodiments falling within the
claims and thus do not define the scope of the invention. In the
description, reference is made to the accompanying drawings
which form a part hereof, and in which there is shown a
preferred embodiment of the invention. Such embodiment
does not necessarily represent the full scope of the invention
and reference is made, therefore, to the claims herein for
interpreting the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1is anisometric view of a bank of base modules foran
industrial control system in accordance with an embodiment
of the present invention;

FIG. 2 is an isometric view of a single, horizontal [/O base
module in accordance with an embodiment of the present
invention;

FIG. 3 is a cutaway top view of a single, horizontal terminal
1/O base module in accordance with an embodiment of the
present invention;

FIG. 4 is a simplified functional diagram of a bank of base
modules in accordance with an embodiment of the present
invention;

FIG. 5 is a simplified functional diagram of an adapter base
module in accordance with an embodiment of the present
invention;

FIG. 6 is a simplified functional diagram of an /O base
module in accordance with an embodiment of the present
invention;

FIG. 7 is a simplified functional diagram of a plurality of
banks in accordance with an embodiment of the present
invention;

FIG. 8 is a simplified functional diagram of a plurality of
banks with unique physical addresses in accordance with an
embodiment of the present invention;

FIG. 9 is a simplified functional diagram of a bank of base
modules with address definition lines communicating
between each bus slot in accordance with an embodiment of
the present invention;

FIG. 10 is a flow chart of the operation of the active super-
visory node;

FIG. 11 is a flow chart of the operation of the beacon frame
processing network nodes not operating as supervisory
nodes; and

FIG. 12 is a depiction of the fields of the beacon frames
communicating ring state and allowing transfer of responsi-
bilities of the supervisory node.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

The present inventors have recognized that high-availabil-
ity, scalability and flexibility may be achieved in industrial
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control systems utilizing base modules with one or more
common backplanes configured in a device level ring and
hardware redundancy. In a network ring, fast recovery times
may be achieved by communicating a topology change in the
beacon frame, along with monitoring reception or non-recep-
tion of beacon frames in switching nodes. Such an approach
practically requires switching nodes in the backplane to pro-
vide hardware processing of the beacon frames, so that the
nodes can monitor reception or non-reception of the beacon
frame along with data in the beacon frame, rather than simply
passing the beacons from port to port.

One or more specific embodiments of the present invention
will be described below. It is specifically intended that the
present invention not be limited to the embodiments and
illustrations contained herein, but include modified forms of
those embodiments including portions of the embodiments
and combinations of elements of different embodiments as
come within the scope of the following claims. It should be
appreciated that in the development of any such actual imple-
mentation, as in any engineering or design project, numerous
implementation-specific decisions must be made to achieve
the developers’ specific goals, such as compliance with sys-
tem-related and business related constraints, which may vary
from one implementation to another. Moreover, it should be
appreciated that such a development effort might be complex
and time consuming, but would nevertheless be a routine
undertaking of design, fabrication, and manufacture for those
of ordinary skill having the benefit ofthis disclosure. Nothing
in this application is considered critical or essential to the
present invention unless explicitly indicated as being “criti-
cal” or “essential”’

Referring now to the drawings wherein like reference num-
bers correspond to similar components throughout the several
views and, specifically, referring to FIG. 1, the present inven-
tion shall be described in the context of a bank of base mod-
ules 10 for an industrial control system in accordance with an
embodiment of the present invention. The bank of base mod-
ules 10 includes a series of enclosures arranged from left to
right, side by side, with complex shapes that may be generally
described as cubic. The series of enclosures include a left
most adapter base module 12, followed by a first double,
vertical terminal I/O base module 14, followed by a second
double, vertical terminal I/O base module 16, followed by a
right most single, vertical terminal 1/O base module 18. Each
base module is held in close proximity to the other, thereby
facilitating electrical connections side by side. Each base
module may be held by attachment to a DIN rail. In an
alternative embodiment, one or more base modules may be
held with greater separation and having electrical connec-
tions supported by network cabling. Each base module fur-
ther comprises electrical connectivity and base logic to facili-
tate acommon system backplane among each base module, as
well as one or more internally held bus slots for releasably
receiving one or more function cards and/or equivalently
embedded logic.

Adapter base module 12 may further comprise a plurality
of various connectors 22, as well as visual displays 20 and/or
LED’s for system monitoring, located on one or more respec-
tive surfaces. Possible connectors may include, for example,
a plurality of RJ-45 network connectors for network ring
connectivity of the bank and for PLC access, a Universal
Serial Bus (USB) and/or IEEE 1394 connector for a locally
connected terminal, and a power connector 24 for powering
the bank, as well as any other advantageous connector as
known in the art. /O base modules 14, 16 and 18 may further
comprise a plurality of electrical terminals (or terminal
blocks) 26, 28 and 30, respectively, for receiving conductors
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exposed on the surface of each enclosure to releasably retain
electrical conductors communicating with an I/O function
card held within the enclosure. The electrical conductors may
couple and communicate with respective controlled pro-
cesses or machines (not shown). Each I/O base module may
resemble the other in size, color and shape, though these
aspects may differ by function. For example, the right most
single, vertical terminal /O base module 18 may be taller and
narrower than the first and second double, vertical terminal
1/0 base modules 14 and 16. In addition, in a system com-
prising a plurality of banks in a network ring, each of the
additional banks may have a simplified bus expansion base
module instead of the adapter base module to thereby support
additional backplanes in the additional banks. A bus expan-
sion module need not provide, for example, network adapting
for PLC’s.

Referring now to FIG. 2, an example isometric view of a
single, horizontal terminal I/O base module 60 in accordance
with an embodiment of the present invention is shown. I/O
base module 60 may comprise an enclosure providing a left
flanking side 61 and a right flanking side 62. Each side may
further comprise a releasable electrical connector 64 with a
mechanical mechanism supported on each flanking side
exposed to connect adjacent base modules on the left and
right sides. I/O base module 60 may further comprise a releas-
able mechanical connector 66 for holding the base module to
the adjacent base units on the left and right sides. The releas-
able mechanical connector may be adapted to hold the base
module to the adjacent base modules by attachment to a DIN
rail 68. As described above, I/O base modules 60 may further
comprise a plurality of electrical terminals (or terminal
blocks) 70 for receiving conductors exposed on the surface of
the enclosure to releasably retain electrical conductors com-
municating with an I/O function card held within the enclo-
sure. The electrical conductors may couple and communicate
with respective controlled processes or machines (not
shown). /O base module 60 may also comprise various other
connectors, labeling, visual displays and/or LED’s as desir-
able and known in the art.

Referring now to FIG. 3, a cutaway top view of a single,
horizontal terminal I/O base module 100 in accordance with
an embodiment of the present invention is shown. I/O base
module 100 comprises an enclosure having a left flanking
side 102 and a right flanking side 104. The left and right
flanking sides support the left releasable electrical connector
106 and the right releasable electrical connector 108, respec-
tively, which are exposed to connect adjacent base modules.
The left releasable electrical connector 106, comprising
aspects 110 and 112, may be of an opposite configuration
and/or mating type than the right releasable electrical con-
nector 108, comprising aspects 114 and 116, although a sys-
tem of universal releasable electrical connector mating types
may be used. In a preferred embodiment, electrical connec-
tors with shrouded pins may be used. The left releasable
electrical connector 106 and the right releasable electrical
connector 108 provide backplane connectivity with adjacent
base modules.

1/0O base module 100 may further comprise a plurality of
electrical terminals (or terminal blocks) 120 for receiving
conductors exposed on the surface of the enclosure to releas-
ably retain electrical conductors communicating with an [/O
function card held within the enclosure. The electrical con-
ductors may couple and communicate with respective con-
trolled processes or machines (not shown). Within I/O base
module 100, the conductors may individually route from the
electrical terminals (or terminal blocks) 120 to an internal
vertical wiring block 122 in various wiring arrangements as

10

15

20

25

30

35

40

45

50

55

60

65

8

may be desired. The wiring block 122 may in turn route to the
horizontal bus slot 124. The bus slot 124 may releasably
receive an 1/O function card (having a switching node) for
interacting with the backplane via a first channel and the
wiring block via a second channel.

In an alternative embodiment, wiring block 122 and bus
slot 124 may instead be arranged vertically. Bus slot 124
could also be a self shorting electrical connector in which
electrical signals pass-through the bus slot in the absence of a
function card. In a preferred embodiment, a plurality of inter-
nal wiring blocks and bus slots may be provided in a single
/O base module, vertically or horizontally, as may be desired.
Such an arrangement may serve to provide fault-tolerant
redundancy for a high-availability system. In addition, in a
preferred embodiment, a single, horizontal terminal adapter
base module, or a bus expansion base module, may include
similar enclosure dimensions as the I/O base module 100, as
well as a similar bus slot 124 (or plurality of bus slots in a
preferred embodiment) and similar right releasable electrical
connector 108; but might not include the plurality of electrical
terminals (or terminal blocks) 120, the wiring block 122 or
the left releasable electrical connector 106.

Referring now to FIG. 4, a simplified functional diagram of
a first bank of base modules 200 in accordance with an
embodiment of the present invention is shown. The first bank
of'base modules 200 includes a series of enclosures arranged
from left to right, side by side. The series of enclosures
include a left most double adapter base module 202, followed
next by a first double terminal I/O base module 204, followed
next by a second double terminal I/O base module 206, fol-
lowed lastly by a single terminal I/O base module 208, and
followed by a right most end cap enclosure module 212. The
end cap enclosure module 212 may contain a loopback for the
network ring. Each base module is held in close proximity to
the other, thereby facilitating electrical connections side by
side. Adapter base module 202 is releasably electrically con-
nected to 1/0 base module 204 via releasable electrical con-
nector 209, /O base module 204 is releasably electrically
connected to I/O base module 206 via releasable electrical
connector 211, I/O base module 206 is releasably electrically
connected to I/O base module 208 via releasable electrical
connector 213, and I/O base module 208 is releasably elec-
trically connected to the end cap enclosure module 212 via
releasable electrical connector 216. Optionally, the left most
area 210 of the first bank of base modules 200 may comprise
a start cap enclosure module separate from the adapter base
module 202, in which case, the start cap may be releasably
electrically connected to adapter base module 202 via releas-
able electrical connector 214, and may contain, for example,
connections to complete the network ring. Similarly, the right
most end cap enclosure module 212 may be optionally inte-
grated with the last I/O base module, however, doing so may
result in removal of the last I/O base module for adding any
further I/O base modules, or for replacing any components
normally contained in the end cap enclosure module. Each
base module may be held by attachment to a DIN rail 218.

The adapter base module 202 may comprise a first port
222, a second port 224, a third port 226 and a fourth port 228.
The second port 224 and the third port 226 may be part of the
same releasable electrical connector 209, which ports and
connection may be shared by connection to the next base
module. The adapter base module 202 may also comprise a
physical layer “PHY” component 230 coupled to the first port
222, afirst adapter base logic 232 coupled to the PHY 230, a
second adapter base logic 234 coupled to the first adapter base
logic 232, and the second port 224 coupled to the second
adapter base logic 234. The PHY 230 may provide a Serial
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Gigabit Media Independent Interface (SGMII) for the back-
plane 236. The first adapter base logic 232 couples the back-
plane 236 to a bus slot and a network adapter (containing a
switching node) 238 when the network adapter is installed in
the bus slot. The bus slot and network adapter 238 in turn
couple the backplane 236 to the second adapter base logic
234. The second adapter base logic 234 similarly couples the
backplane 236 to a bus slot and network adapter (containing
a switching node) 240 when the network adapter is installed
in the bus slot. The bus slot and network adapter 240 in turn
couple the backplane 236 to the second port 224 of the adapter
base module 202. If a network adapter is absent from either
bus slot, or if a network adapter is installed but does not enable
the corresponding adapter base logic, then the corresponding
adapter base logic will bypass the particular bus slot to com-
plete the network ring. Communication may occur in either
direction of the network ring, thereby providing increased
fault tolerance against a port or switch failure. In another
embodiment, either network adapter may be embedded in the
adapter base module 202, thus not requiring a bus slot. In yet
another embodiment, a third adapter base logic and third bus
slot may be provided for yet another network adapter (con-
taining a switching node), connected similarly as described
above.

Each network adapter in the adapter base module 202 may
further comprise one or more PHY components, which in turn
provide connections to one or more industrial control net-
works. The bus slot and network adapter 238 may connect, for
example, to RJ-45 network connectors 241 and 242, and the
bus slot and network adapter 240 may connect to RJ-45
network connectors 243 and 244. In an advantageous topol-
ogy, the bus slot and network adapter 238 may couple to a first
PLC 246 via RJ-45 network connector 242 connecting to a
first networking switch 248, which in turn connects to the first
PLC 246, and via RJ-45 network connector 241 connecting to
asecond networking switch 252, which in turn connects to the
second PL.C 250. Similarly, the bus slot and network adapter
240 may couple to the first PLC 246 via RJ-45 network
connector 243 connecting to a first networking switch 248,
which in turn connects to the first PLC 246, and via RJ-45
network connector 244 connecting to the second networking
switch 252, which in turn connects to the second PLC 250.
The first PLC 246 and the second PLC 250 may couple
together over a control network connection, and the second
PLC 250 may also coupleto a locally connected terminal 254.
Each PLC may be executing a stored program to provide
real-time control over the industrial system subject to well-
defined maximum delay periods between the PL.C and the
controlled processes or machines (not shown). This topology
may provide redundant industrial control network paths to the
bank, though other topologies with or without network
switches may be used for accessing and monitoring the indus-
trial system.

The adapter base module 202 may also comprise a power
supply module 276 for coupling to an external power source
and for providing power to the adapter base module 202 and
the rest of the bank via releasable electrical connectors 209,
211 and 213. The power supply module 276 may provide
appropriate power conditioning and may be a removable
module. The adapter base module 202 may further comprise
a second power supply module 277 for increased fault-toler-
ance. The adapter base module 202 may also comprise a
Universal Serial Bus (USB) connector 278 for providing a
locally connected terminal 280 used for accessing and moni-
toring the bank.

The I/O base module 204 may comprise a first port 224, a
second port 284, a third port 324 and a fourth port 226. The
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1/0 base module 204 may also comprise a first I/O base logic
286 coupled to the first port 224, a second I/O base logic 288
coupled to the first /O base logic 286, and the second port 284
coupled to the second I/O base logic 288. The first [/O base
logic 286 couples the backplane 236 to a bus slot and an /O
function card (containing a switching node) 290 when the
function card is installed in the bus slot. The bus slot and
function card 290 in turn couples the backplane 236 to the
second I/O base logic 288. The second /O base logic 288
similarly couples the backplane 236 to a bus slot and 1/O
function card (containing a switching node) 292 when the
function card is installed in the bus slot. The bus slot and
function card 292 in turn couples the backplane 236 to the
second port 284 of the I/O base module 204. If a function card
is absent from either bus slot, or if a function card is installed
but does not enable the corresponding I/O base logic, then the
corresponding I/O base logic will bypass the bus slot to com-
plete the network ring. Each bus slot and function card may
also communicate with a respective wiring block (not shown)
and a plurality of electrical terminals (or terminal blocks) 294
for receiving conductors exposed on the surface of each
enclosure to releasably retain electrical conductors commu-
nicating with the function card held within the enclosure. The
electrical conductors may couple and communicate with
respective controlled processes or machines (not shown). In
another embodiment, a third /O base logic and third bus slot
may be provided for yet another I/O function card (containing
a switching node), connected similarly as described above.

1/0 base modules 206 and 208 operate similarly to I/O base
module 204. The last I/O base module 208 differs somewhat
in that it is a single terminal I/O base module having only one
1/0O base logic and one bus slot and I/O function card (con-
taining a switching node). For example, [/O base module 208
may comprise a first port 296, a second port 308, a third port
316 and a fourth port 318. The I/O base module 208 may also
comprise a single 1/O base logic 310 coupled to the first port
296, and the second port 308 coupled to the single /O base
logic 310. The single I/O base logic 310 couples the back-
plane 236 to a single bus slot and an I/O function card (con-
taining a switching node) 312 when the function card is
installed in the bus slot. The bus slot and function card 312 in
turn couples the backplane 236 to the second port 308. If a
function card is absent from the single bus slot, orifa function
card is installed but does not enable the single I/O base logic,
then the corresponding I/O base logic will bypass the bus slot
to complete the network ring. The bus slot and function card
may also communicate with a respective wiring block (not
shown) and a plurality of electrical terminals (or terminal
blocks) 314 for receiving conductors exposed on the surface
of each enclosure to releasably retain electrical conductors
communicating with the function card held within the enclo-
sure. The electrical conductors may couple and communicate
with respective controlled processes or machines (not
shown).

End cap enclosure module 212 may integrate the loopback
for the backplane network ring and provide a physical cover
for the last I/O base module. The end cap enclosure module
212 may comprise a first port 308, a physical layer “PHY”
component 320 and a second port 316. The first port 308
couples to the PHY 320, which may provide, for example, a
Gigabit EtherNet/IP loopback 322 from the backplane to
form the network ring. The loopback 322 may in turn couple
to the second port 316 of the end cap enclosure module 212,
which may in turn couple to the previous /O base module 208
at the third port 316 of the I/O base module 208. The [/O base
module 208 may in turn couple the loopback 322 to the fourth
port 318 of the I/O base module 208, which may in turn
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couple to the previous /O base module 206 at the third port
318 of the 1/O base module 206. The I/O base module 206
may in turn couple the loopback 322 to the fourth port 324 of
the I/O base module 206, which may in turn couple to the first
1/0 base module 204 at the third port 324 of the I/O base
module 204. The /O base module 204 may in turn couple the
loopback 322 to the fourth port 226 of the [/O base module
204, which may in turn couple to the adapter module 202 at
the third port 226 ofthe adapter base module 202. The adapter
base module 202 may in turn couple the loopback 322 to the
fourth port 228 of the adapter base module 202, which may in
turn be coupled to the first port 222 of the adapter base module
202 via an externally attached network cable 330. As such, the
loopback 322 is routed back through the first bank of base
modules 200 to form the network ring.

Alternative arrangements for connecting base modules to
form the network ring may also be provided. For example, in
another arrangement, the I/O base module 204 may couple
the first port 224 to the third port 324 bypassing the /O base
logic, bus slots and function cards, and also couple the fourth
port 209 to the I/O base logic 286, and couple the I/O base
logic 286 to the I/O base logic 288, and couple the I/O base
logic 288 to the second port 284, thereby forming a criss-
cross arrangement. Moreover, the criss-cross arrangement
may occur, for example, in every base module, or select base
modules, advantageously eliminating the PHY 320 in the end
cap enclosure module 212.

Referring now to FIG. 5, a simplified functional diagram of
the adapter base module 202 in accordance with an embodi-
ment of the present invention is shown. The first adapter base
logic 232 may be comprised ofa first switch 350 and a second
switch 352, each switch operating in the same state, wherein
a first state of the switches routes the backplane 236 to the
second adapter base logic 234 and bypasses the bus slot and
network adapter 238, and wherein a second state of the
switches routes the backplane 236 to the bus slot and network
adapter 238 via a first path 356 and routes via a second
(return) path 358 from the bus slot and network adapter 238 to
the second adapter base logic 234. The default mode of the
switches may be the first state in which the backplane 236 is
routed to the second adapter base logic 234 and bypasses the
bus slot and network adapter 238. The switches may change
to the second state, for example, after a network adapter is
installed in the bus slot, completes a built in self-test and
communicates proper operation to a watchdog 360 which in
turn provides an enable signal 354 to the switches. The watch-
dog 360 may de-assert the enable signal, for example, if the
network adapter, after being installed, completing the built in
self-test, and communicating proper operation to the watch-
dog 360, faults and thus fails to maintain communication of
proper operation to the watchdog 360. As such, a faulted
network adapter may be safely removed from the network
ring.

The network adapter 238 may comprise a switching node
362 having a first port (“A”) coupled to the first path 356 and
a second port (“B”) coupled to the second (return) path 358.
The switching node 362 may, upon completion of the built in
self-test, maintain communication of proper operation to the
watchdog 360. The switching node 362 may also communi-
cate network ring data with network adapter logic 364, which
may in turn couple to PHY components 366 and 368, which
may in turn connect to RJ-45 network connectors 241 and 242
for communication over a control network. The second
adapter base logic 234 and bus slot and network adapter
(containing a switching node) 240 may operate similarly as
described above. As such, the adapter base module 202 may
provide a fault-tolerant, redundant industrial control network
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path. The network adapter base module 202, as well as bus
expansion base modules, may also comprise a plurality of
manually configurable inputs 390, such as DIP switches, for
configuring a physical address space offset for use within
each bank.

Referring now to FIG. 6, a simplified functional diagram of
an I/O base module in accordance with an embodiment of the
present invention is shown. The first [/O base logic 286 may
be comprised of a first switch 400 and a second switch 402,
each switch operating in the same state, wherein a first state of
the switches routes the backplane 236 to the second 1/O base
logic 288 and bypasses the bus slot and function card 290, and
wherein a second state of the switches routes the backplane
236 to the bus slot and function card 290 via a first path 406
and routes via a second (return) path 408 from the bus slotand
function card 290 to the second I/O base logic 288. The
default mode of the switches may be the first state in which
the backplane 236 is routed to the second I/O base logic 288
and bypasses the bus slot and function card 290. The switches
may change to the second state, for example, after a function
card is installed in the bus slot, completes a built in self-test
and communicates proper operation to a watchdog 410 which
in turn provides an enable signal 404 to the switches. The
watchdog 410 may de-assert the enable signal, for example, if
the function card, after being installed, completing the builtin
self-test, and communicating proper operation to the watch-
dog 410, faults and thus fails to maintain communication of
proper operation to the watchdog 410. As such, a faulted
function card may be safely removed from the network ring.

The function card 290 may comprise a switching node 412
having a first port coupled to the first path 406 and a second
port coupled to the second (return) path 408. The switching
node 412 may, upon completion of the built in self-test, main-
tain communication of proper operation to the watchdog 410.
The switching node 412 may also communicate network ring
data with /O logic 414, which may in turn couple to the
respective wiring block 416, which may in turn connect to the
plurality of electrical terminals (or terminal blocks) 294 for
receiving conductors exposed on the surface of each enclo-
sure to releasably retain electrical conductors communicating
with the function card held within the enclosure. The second
1/0O base logic 288 and the bus slot and function card (con-
taining a switching node) 292 may operate similarly as
described above. As such, the I/O base module 204 may
provide a fault-tolerant, redundant communication with
respective controlled processes or machines (not shown).

Referring now to FIG. 7, a simplified functional diagram of
a plurality of first, second and third banks of base modules
200, 500 and 600, respectively, each forming a backplane as
similarly described above, in accordance with an embodi-
ment of the present invention is shown. The first, second and
third banks of base modules 200, 500 and 600 each include a
series of enclosures arranged from left to right, side by side.
As described above, the first bank 200 comprises a left most
double adapter base module 202, followed by a first double
terminal I/O base module 204, followed by a second double
terminal I/O base module 206, followed by a right most single
terminal I/O base module 208 integrating an end cap. The
second bank 500 comprises a left most double bus expansion
base module 502, followed by a first double terminal I/O base
module 504, followed by a second, right most double terminal
1/0 base module 506 integrating an end cap. The third bank
600 comprises a left most double bus expansion base module
602, followed by a first double terminal I/O base module 604,
followed by additional base modules, followed by a double
terminal I/O base module 606, followed by a right most end
cap enclosure module. The first bank 200 may be held by
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attachment to a first DIN rail 218, the second bank 500 may be
held by attachment to a second DIN rail 510, and the third
bank 600 may be held by attachment to a third DIN rail 610.
The first base modules of each bank of base modules 200, 500
and 600 also each include power supplies modules 276, 277,
512, 513, 612 and 613, respectively, for coupling the respec-
tive module to an external power source and for providing
power to the rest of each respective bank via the releasable
electrical connectors. The adapter base module 202 may also
include, for example, network ring access, locally connected
terminal access, manually configurable inputs (such as DIP
switches), base logic, one or more bus slots and network
adapters and network adapting for PLC access. The bus
expansion base modules 502 and 602 may include, for
example, network ring access, locally connected terminal
access, manually configurable inputs (such as DIP switches),
base logic and one or more bus slots and function cards, but
need not provide, for example, network adapting for PLC
access. Hach [/O base module may couple and communicate
with respective controlled processes or machines 514.

In the present embodiment, instead of forming a network
ring with a single backplane, the first bank 200 may couple to
the second bank 500, the second bank 500 may couple to a
third bank 600, and the third bank 600 may couple to the first
bank 200 to form a larger network ring comprising a plurality
of backplanes. As such, the adapter base module 202 may
couple the loopback 322 to the first port 518 of the bus
expansion base module 502 via an externally attached net-
work cable 516. In turn, the bus expansion base module 502
may provide a backplane 520 with a loopback 522 to the
fourth port 524 of the bus expansion base module 502. In turn,
the bus expansion base module 502 may couple the loopback
522 to the first port 618 of the bus expansion base module 602
via an externally attached network cable 616. In turn, the bus
expansion base module 602 may provide a backplane 620
with a loopback 622 to the fourth port 624 of the bus expan-
sion base module 602. In turn, the bus expansion base module
602 may couple the loopback 622 to the first port 222 of the
adapter base module 202 via an externally attached network
cable 626, thus forming a network ring among the back-
planes. The first bank 200, via the adapter module 202, may
couple the network ring to the first PLC 246 and the second
PLC 250 in an alternative daisy-chain topology without
requiring network switches.

Referring now to FIG. 8, a simplified functional diagram of
a plurality of banks with unique physical addresses in accor-
dance with an embodiment of the present invention is shown.
Each bank may comprise a bank master having a physical
address space offset for use within each bank. Each bank
master may receive the physical address space offset from
address control 680, which may comprise, for example, a
plurality of manually configurable inputs, such as DIP
switches. The first bank 200 may have, for example, a bank
master 650 having an offset of 00 Hex, the second bank 500
may have a bank master 652 having an offset of 10 Hex and
third bank 600 may have a bank master 654 having an offset
of 20 Hex.

Referring now to FIG. 9, a simplified functional diagram of
the bank of base modules 600 with address definition lines
communicating between each bus slot in accordance with an
embodiment of the present invention is shown. The bank
master 654 provides address definition lines A0-A8 to the first
bus slot 656. The first bus slot 656, as well as each following
bus slot, in turn receives the address definition lines A0-AS,
shifts the address definition lines to A1-A9, and provides a
ground for address definition line A0. As a result, a unique
address pattern is created for nine consecutive bus slots, inde-
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pendent of whether adapter or /O function cards are installed.
In addition, function cards having the same addressing con-
nectivity, such as a first function card 672 installed in a first
bus slot 656 and a second function card 674 installed in sixth
bus slot 666, may nevertheless be uniquely addressed based
on their unique physical locations. In alternative embodi-
ments, additional address definition lines and/or alternative
patterns may be used as known in the art.

Using the physical address space offset and the address
definition lines, each physical location, or bus slot, in the
plurality of banks in the network ring may have a unique
physical address, regardless of whether a network adapter or
function card is installed. As such, each bus slot may be
addressed by the unique physical address, thereby providing
an addressing mechanism independent of the unique node
addresses used in the ring, which may use, for example,
media access control (MAC) addresses. If, for example, an
1/O function card fails and is replaced by another I/O function
card, though it may have a different MAC address, the indus-
trial system can continue to address the same physical loca-
tion without change.

Referring back to FIGS. 4 and 5, during normal operation
of the network ring, one switching node, such as switching
node 362, will operate as the active supervisory node (also
termed an active ring supervisor) and in this capacity will
send three types of frames from each of its ports A and B.
First, the supervisory node 362 will send beacon frames out of
each of its ports. The beacon frames may be transmitted at an
extremely high rate, typically one every 400 pus or immedi-
ately upon change of ring state event. Referring momentarily
to FIG. 12, each beacon frame will include data identifying it
as a beacon frame 702, data identifying a source port 704
indicating the port A or B from which it is transmitted, and a
source and destination MAC address 706, source being the
MAC address of the supervisory node 362 transmitting the
beacon frame and a destination that will be apparent by con-
text. The beacon frame also includes ring state data 708
indicating a ring state, indicating whether the ends of the ring
are open at the supervisory node 362 meaning that frames are
not passed between ports A and B (open mode) or the ends of
the ring are closed at the supervisory node 362 allowing
frames to pass between ports A and B (closed mode). Finally,
the beacon frame holds data 710 indicating the rank of the
current supervisory node 362. The supervisory node 362 also
transmits conventional Ethernet data frames carrying data for
the control of the industrial process or machine. These data
frames will be directed to particular nodes through a port A or
B determined by an internal routing table constructed accord-
ing to methods known in the art.

In addition, the supervisory node 362 may transmit ring
protocol frames which do not carry control data but serve to
indicate the state of the network. The ring protocol frames
may include (1) “link status frames” transmitted from the
non-supervisory switching nodes (“non-supervisory nodes”)
to the supervisory node 362 to indicate physical media fail-
ure, (2) “locate fault frames” transmitted by the supervisory
node 362 to other nodes to determine location of a fault, (3)
“neighbor check request frames” and “neighbor check
response frames” forming part of the fault location process as
will be described; and (4) “neighbor status frames” transmit-
ted from the nonsupervisory nodes to the supervisory node
362 forming part of fault location process. Typically ring
protocol frames are transmitted only occasionally upon cer-
tain events. All ring protocol frames are encoded with highest
priority and are transmitted and processed with highest pri-
ority to provide deterministic ring network performance.
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As noted above, supervisory node 362 may operate in two
distinct modes. In the open mode, data frames received at a
given port A (not intended for the supervisory node 362) are
not forwarded to the opposite port B and vice a versa. In the
closed mode, data frames received at a given port A (and not
intended for supervisory node 362 as a destination) will be
forwarded to the port B. Generally, in both modes, beacon
frames transmitted from one port A are detected at the other
port B, and vice a versa, but not forwarded.

Referring still back to FIGS. 4 and 5, the beacon frames and
the data frames may be dealt with differently at each of the
non-supervisory nodes, such as 382. As an example, in non-
supervisory node 382, each of the beacon frames will gener-
ally be passed from port A to port B or vice versa. In trans-
ferring the beacon frames, non-supervisory nodes will
generally extract only a ring state data 708 shown in FIG. 12
from the beacon frames which are passed. This ring state data
708 indicates whether the ring network is operating with the
open or closed mode topology as described above. In addi-
tion, the non-supervisory nodes will monitor non-reception
of'beacon frames on both ports in open mode and reception of
beacon frames on both ports in closed.

Referring now to FIG. 10, an active supervisory node 362
may execute a stored program to monitor link status frames
from any of the non-supervisory nodes and to detect a link
failure on one of its own ports. This monitoring is shown by
decision block 720. These link status frames generally indi-
cate a physical layer failure detected by a ring node using
IEEE 802.3 fault detection techniques (for example detecting
a loss of voltage at a port A or B by the switching node
transmitting the link status frame).

Upon receipt of a link status frame indicating such a failure
or upon detecting a link failure on one of its ports, the active
supervisory node 362 will move to a closed mode connecting
its ports A and B to allow conventional data frames to pass
there through thus restoring continuity of transmission to the
nodes around a break at point caused by a failure of physical
media or the like. The active supervisory node 362 immedi-
ately transmits a mode change to the other nodes as indicated
by process block 722 through both of its ports A and B. This
mode change is transmitted immediately in the beacon frames
as ring state data 708 as shown in FIG. 12.

Absent a receipt of a link status signal indicating a break at
a local node or loss of link on its own port, the active super-
visory node 362 may also detect a loss of beacons on one or
the other of its ports A and B as indicated by decision block
724. This detection occurs when either port A fails to receive
beacon frames transmitted from port B or vice a versa within
a predefined beacon timeout period. Such a beacon loss may
detect failures undetectable by the other switching nodes, for
example high-level failures that leave the physical layer func-
tioning. An example of such a failure would be an internal
embedded switch failure of network node. Upon such a detec-
tion of a loss of beacons, as indicated by the process block
726, again the ports A and B are connected with each other
and mode change data is forwarded to the other nodes (in
beacon frames) in a manner analogous to process block 722.
Then, at process block 728, the supervisory node 362 sends a
locate fault frame to the nonsupervisory nodes to help identify
the location of the fault and starts verification of its own
neighbors on both of its ports.

Atalater time, as indicated by process block 730, the active
supervisory node 362 may detect a restoration of the beacon
frames at both of its ports A and B, that is, beacon frames
received at port A from port B and vice a versa. If so, the active
supervisory node 362 separates ports A and B with respect to
traffic and immediately sends a mode change signal at process
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block 732 indicating that the open mode has been restored.
The mode change data is transmitted immediately in beacon
frames.

Referring now to FIG. 11, each node, other than the active
supervisory node 362, similarly executes software supporting
their roles in the above process. Thus, for example, each of
these nodes monitor their physical connections as indicated
by decision block 750 to check for loss of a physical link.
Such physical link failures will be detected only by the nodes
adjacent to the failure and can result from hardware network
interface failures or cut media or intentionally disconnected
media, for example when new nodes are being connected.
When such a loss is detected, the nodes send a link status
frame indicating the failure to the supervisory node 362 as
indicated by process block 752. This allows active supervi-
sory node 362 to pinpoint failure location as a diagnostic aid
to user.

The nodes also monitor the ring protocol frames for a
locate fault frame from the active supervisory node 362 as
indicated by decision block 754 sent by the supervisory node
362 as indicated by process block 728 described above. When
such a locate faults signal is received, at process block 756,
the nodes send messages to a neighboring node on both ports.

As indicated by decision block 770, each neighbor node
receiving such a neighbor check request frame as detected at
decision block 770 responds with neighbor check response
frame on the receiving port as indicated by process block 772
indicating that they have received the message. When a neigh-
bor fails to respond, the requesting node sends a neighbor
status frame to active supervisory node. This allows active
supervisory node to pinpoint failure location as a diagnostic
aid to user.

A locate fault frame may be sent at any time by the super-
visory node 362 to update stale information. Non-supervisory
nodes will always pass frames between both ports irrespec-
tive of current ring state mode.

When the ring is in the closed mode, the beacon frame
processing nodes monitor reception of beacons on both ports.
Upon reception of beacon frames on both ports as detected at
decision block 758 and reception of at least one beacon frame
on either port indicating a mode change to open mode ring
state, they will change mode to open mode as indicated by
process block 760.

Alternatively, when in open mode, as indicated by process
block 762, the non-supervisory nodes monitor reception of
beacons on both ports. Upon non-reception of a beacon frame
on either port with predetermined beacon timeout period,
they will change mode to closed mode per process block 764.
Alternatively, upon reception of at least one beacon with ring
state closed mode in either port, detected per process block
766, they will change mode to closed mode per process block
768.

All nodes including active supervisory node 362 will flush
their unicast and multicast MAC address routing tables for
two ring ports immediately upon ring state mode changes and
relearn routing tables so that data frames are forwarded
through correct ports as known in the art.

The present invention contemplates that there may be
backup ring supervisors to active ring supervisory node 362.
At the initialization of the ring network, each such potential
ring supervisor is given a unique number in the sequence. The
current supervisor number is transmitted as a supervisor rank
710 in the beacon frame. In a situation when new supervisory
nodes start operation or during initialization of the ring net-
work, multiple potential supervisors may all send beacon
frames containing their supervisor rank 710. The vying super-
visors monitor the beacon frames and withdraw when they
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detect beacon frames from other supervisor having a domi-
nant supervisor rank 710 (higher or lower by predetermined
convention). When two supervisor numbers are equal, domi-
nant supervisor is selected by the numerically higher (or
lower by predetermined convention) MAC address of the
supervisor. The beacon frame processing non-supervisory
nodes use the same algorithm to track active supervisor.

When beacon frames from an active ring supervisory node
362 are not detected by a backup ring supervisor node for a
predetermined period of time, all potential supervisory nodes
will switch to closed mode for a predetermined quiet period.
At the end of this quiet period, the backup ring supervisors
will send their own beacon frames as described above and the
new ring supervisor will be selected.

During start up, the active supervisory node 362 will start
in closed mode (passing frames between its ports) and will
switch to open mode when it receives its own beacon frames
on both of its ports. Each beacon frame processing node will
start in the closed mode and will switch to the open mode only
when they receive beacon frames from active supervisory
node on both of their ports and with open mode in ring state of
beacon frame on at least one port. Non-supervisory nodes
including back up supervisory nodes always pass frames
between their ports irrespective of current ring state mode of
operation.

The present invention can detect and respond to several
unusual situations. For example, each protocol-aware node
may monitor the arrival of its own frames back to its other
port. This indicates an incorrect network loop when an active
supervisory node is not present and the nodes may respond by
notifying the user of an error. It is possible for the ring super-
visory node 362 to repeatedly respond to an intermittent or
loose connector (a media fault) by cycling between closed
mode and open mode. The ring supervisory node 362 may
track the number of faults within a predetermined time inter-
val and when the number of faults exceeds a predetermined
threshold, it may block traffic forwarding, stop cycling
between modes and provide a warning to the user of this
situation.

It is possible for high-level faults to occur such that frames
are lost in only one direction. When this situation is detected,
the active ring supervisory node 362 may block traffic for-
warding in one direction and notify the user of a fault condi-
tion.

Certain terminology is used herein for purposes of refer-
ence only, and thus is not intended to be limiting. For
example, terms such as “upper,” “lower,” “above,” and
“below” refer to directions in the drawings to which reference
is made. Terms such as “front,” “back,” “rear,” “bottom,”
“side,” “left” and “right” describe the orientation of portions
of the component within a consistent but arbitrary frame of
reference which is made clear by reference to the text and the
associated drawings describing the component under discus-
sion. Such terminology may include the words specifically
mentioned above, derivatives thereof, and words of similar
import. Similarly, the terms “first,” “second” and other such
numerical terms referring to structures do not imply a
sequence or order unless clearly indicated by the context.

When introducing elements or features of the present dis-
closure and the exemplary embodiments, the articles “a,”
“an,” “the” and “said” are intended to mean that there are one
or more of such elements or features. The terms “compris-
ing,” “including” and “having” are intended to be inclusive
and mean that there may be additional elements or features
other than those specifically noted. It is further to be under-
stood that the method steps, processes, and operations
described herein are not to be construed as necessarily requir-
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ing their performance in the particular order discussed or
illustrated, unless specifically identified as an order of perfor-
mance. It is also to be understood that additional or alternative
steps may be employed.

References to “a microprocessor” and “a processor” or
“the microprocessor” and “the processor” can be understood
to include one or more microprocessors that can communi-
cate in a stand-alone and/or a distributed environment(s), and
can thus be configured to communicate via wired or wireless
communications with other processors, where such one or
more processor can be configured to operate on one or more
processor-controlled devices that can be similar or different
devices. Furthermore, references to memory, unless other-
wise specified, can include one or more processor-readable
and accessible memory elements and/or components that can
be internal to the processor-controlled device, external to the
processor-controlled device, and can be accessed via a wired
or wireless network.

It is specifically intended that the present invention not be
limited to the embodiments and illustrations contained herein
and the claims should be understood to include modified
forms of those embodiments including portions of the
embodiments and combinations of elements of different
embodiments as coming within the scope of the following
claims. All of the publications described herein including
patents and non-patent publications are hereby incorporated
herein by reference in their entireties.

What is claimed is:
1. An industrial automation module for an industrial con-
trol system comprising:
an enclosure providing left and right flanking sides;
releasable electrical connectors supported on the left and
right flanking sides exposed to connect adjacent indus-
trial automation modules on the left and right sides,

wherein the releasable electrical connectors are configured
to provide Ethernet data to a switching node;

a bus slot configured to releasably receive a function card

having an embedded switching node; and

logic configured to bypass the bus slot when a function card

is absent.

2. The module of claim 1, wherein the releasable electrical
connectors are configured to provide full duplex Ethernet
data.

3. The module of claim 1, further comprising a switching
node embedded in the module.

4. The module of claim 1, wherein the releasable electrical
connectors are further configured to provide power to adja-
cent modules on the left and right sides.

5. The module of claim 1, further comprising releasable
mechanical connectors for holding the module to adjacent
modules on the left and right sides.

6. The module of claim 1, wherein the releasable electrical
connectors on the left and right flanking sides are opposite
mating types.

7. The module of claim 1, further comprising a plurality of
electrical terminals for releasably receiving electrical con-
ductors on a surface of the enclosure.

8. The module of claim 1, wherein the module is an adapter
base module.

9. The module of claim 1, wherein the module is an I/O
base module.

10. A modular system for industrial control comprising:

a first module having a first port, a second port and a

switching node, the switching node coupled between the
first port and the second port; and
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a second module having a first port, a second port and a
switching node, wherein the second port of the first
module is coupled to the first port of the second module,
and

wherein the first module and the second module are
coupled via releasable electrical connectors supported
on at least one of left and right flanking sides of the first
module and at least one of left and right flanking sides of
the second module, and

wherein at least one of the first module and the second
module includes a bus slot configured to releasably
receive a function card having an embedded switching
node and logic configured to bypass the bus slot when a
function card is absent.

11. The modular system of claim 10, wherein the first

module is an adapter base module.

12. The modular system of claim 10, wherein the second
module is an I/O base module.

13. The modular system of claim 10, wherein the releasable
electrical connectors are configured to provide full duplex
Ethernet data.

14. The modular system of claim 10, wherein the releasable
electrical connectors are configured to provide power to adja-
cent modules on the left and right sides.
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15. An industrial automation module for an industrial con-
trol system comprising:

an enclosure providing left and right flanking sides;

releasable electrical connectors supported on the left and
right flanking sides exposed to connect adjacent mod-
ules on the left and right sides;

a plurality of electrical terminals for releasably receiving
electrical conductors on a surface of the enclosure; an
embedded switching node held within the enclosure;

a bus slot configured to releasably receive a function card
having the embedded switching node; and

logic configured to bypass the bus slot when a function card
is absent;

wherein the releasable electrical connectors are configured
to provide Ethernet data with a switching node.

16. The module of claim 15, wherein the module is an I/O

base module.

17. The module of claim 15, wherein the releasable elec-
trical connectors are configured to provide full duplex Ether-
net data.

18. The module of claim 17, wherein the releasable elec-
trical connectors are further configured to provide power to
adjacent modules on the left and right sides.
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